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Introduction 

The large yj7Cs beam projector source (135 Ci) and the IMAC 1 37Cs 

calibration source No. 5.4 (370 mCi) were used to expose NTA (Pl) film 

badges and the Victoreen Model 555 ionization chamber (integral mode) to 

various doses. The motivation for these measurements was twofold: First, 

it is believed that a set of film badge data in the dose range usually 

encountered for personnel exposures would provide baseline data for 

comparing future (and previous) measurements connected with the 

laboratory’s film badge testing (quality assurance) program. Such sample 

data should be a useful guide in designing various types of tests in the 

future as well. 

Second, it is believed that the Victoreen 555 ion chamber is a useful 

instrument for remote monitoring of doses such as those near uncalibrated 

sources (e.g., X-ray machines or radiation areas) where film badges or 

other test measurements are made. (A future radiation physics note will 

contain just such an application). This instrument may prove particularly 

suitable for mapping the relative dose vs. position in such areas as the 

beam projector cage at Site 68. 
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Some useful calibration information for this particular ion chamber is 

included in this report. 

Victoreen Model 555 Ionization Chamber 

Operating instructions and a description of the Victoreen ionization 

chamber are found in Reference 1. The probe chamber is an unsealed cavity; 

consequently the signal (and hence dose reading) is proportional to 

atmospheric air density. For temperatures and pressures other than 22’C 

and 760 mm Hg, the scale reading must be corrected by the tabulated factor 

found in the Operating Manual.’ For convenience, this table is reproduced 

here as Table 1. 

The probe itself is the Type 0.1 DAS. Measurements are made with the 

side (not the end) of the probe facing the direction of radiation. Meter 

and scale readings must be corrected by a multiplier of 0.1 when using this 

probe. For example, a reading of 100 mR corresponds to an actual dose of 

(0.1) (100) = 10 mR. 

An enlargement of a “typicalWq energy response curve for a V555 with 

the 0.1 DAS probe was taken from the Operating Manual’ and is shown as the 

solid line in Figure 1. The laboratory’s V555 system has been calibrated 

by Victoreen at two points in the keV range using heavily filtered X-rays. 

The calibration (correction) factors are 1.03 and 0.91 at 50 keV and 150 

keV, respectively. An adjustment of the “typical” response curve can be 
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used to determine a calibration at other energies. The following paragraph 

is quoted from Page 19 of the Operating Manual.’ 

Typical energy response curves are available for each probe. 

These may be used for obtaining a correction factor for energy points 

other than the energy point at which the probe calibrated. The curves 

have a standard deviation of 2% to 3% at each of the calibration 

points, which are used to determine the curve. DO NOT ASSUME that 

each probe supplied is calibrated at each point. If a point other 

than the calibration point is to be used, the tolerance of the 

calibration point must be added to the standard deviation (3%) of the 

point on the curve to arrive at the accuracy (% 6%) of the reading. 

The above two calibration points plus one for !s7Cs (1.0 at 662 keV) 

measured in this study are shown as circles in Fig. 1. An adjusted 

calibration (correction factor) curve based on these three points is shown 

in the figure as the dashed line. Based on the paragraph quoted above, the 

dashed curve represents the calibration (k 6%) over the energy range 

indicated. The curve suggests that an uncertainty of + 10% or greater 

would be more appropriate for X- and gamma-rays of unknown energy. It 

should also be pointed out that the calibration factor for gamma ray 

energies above that of ‘3TCs (0.662 MeV) is unknown, and the instrument is 

likely to under respond at these higher energies. 
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The accuracy of the instrument at photon energies corresponding to one 

of the calibration points should be much better (* 3%). 

NTA Film 

Pl Film Badges supplied by Landauer were used for these measurements. 

Each batch of badges was sent to Landauer for quick reading and the results 

were reported as deep and shallow (skin) doses. 

Measurements Using the Beam Projector ‘j7Cs Source 

A series of irradiations using the 135 Ci 137Cs beam projector were 

made over the range of 50-700 mR in which the V555 ionization chamber 

system (integral mode) and NTA film badges were used to measure dose. The 

badges and chamber were placed at 118.3 cm distance where the dose rate was 

20.0 R/hr (0.180 sec/mR) and exposed for a length of time corresponding to 

the desired dose. 

Dose values are tabulated in Table 2A. Ion chamber doses have been 

corrected by an air density correction of 1.008. Recorded NTA film doses 

are an average of three badge readings placed at each location. Errors are 

the standard deviations corresponding to these averages. 
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The ionization chamber and NTA film readings plotted against the dose 

delivered by the beam projector are displayed in Figure 2. Linear 

regression analyses were made for both the ion chamber, and the NTA data. 

The parameters are shown in Table 2B where r = the correlation coefficient, 

and a and b are respectively the intercept and slope of the best fit line y 

= a+bx. In both cases the correlation coefficient r is nearly equal to 1 

indicating an excellent fit. The best-fit lines are shown in Fig. 2 as 

solid and dashed for the ion chamber and NTA film, respectively. 

Calibration factors b calibrating the ion chamber and the NTA film to 

the beam projector are 1.0 and 0.92 respectively. For example, a reported 

NTA film dose of 100 mrem corresponds approximately to loo/O.92 = 109 mrem 

as delivered by the beam projector. The absolute accuracy of the dose 

delivered by the beam projector is not known at this point. 

Measurements Using the IMAC ‘37Cs Calibration Source 

A second set of data were taken using the IMAC No. 5.4 (370 mCi) !x7Cs 

source. Both the NTA badges and the ionization chamber were placed at a 

source position of 39.1 cm where the exposure rate was computed to be 600 

mR/hr = 10 mR/min. Only a few data were taken because of the long exposure 

times required. 
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The results are recorded in Table 3A. Ion chamber doses contain a 

1.02 air density correction. The NTA data are averages from three films 

placed at each position, and the errors are the corresponding standard 

deviations. The data and corresponding best-fit lines are shown in Fig. 3, 

and parameters from the linear regression analysis are listed in Table 3B. 

Discussion of Results 

The linear relationship between ion chamber dose and !37Cs source dose 

is exceedingly close in both sets of data, indicating that the random 

errors are very small in the measurements. This property together with the 

convenience of use and availability of an integral mode make this 

instrument a good choice for measuring and comparing relative doses. 

The ion chamber calibration factors are 1.0 and 0.97 for the beam 

projector and IMAC source data, respectively. That is, there is a 3% 

systematic descrepancy which may be attributable to the difficulty in 

placing the probe precisely. The magnitude of position-related systematic 

errors increases with decreasing distance from the source. 

The NTA film badge results indicate under responses of 0.92 and 0.90 

for the beam projector and IMAC source data, respectively. This under 

response has been noticed in previous film badge tests. 
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The use of only three films for each measurement does not, of course, 

yield a good measure of the spread to be expected in film badge readings. 

However, the standard deviations of the NTA data do give an indication. 

These standard deviations are less than 5% for the high dose data but run 

as high as 15% in the range of 50 mR doses. 

Summary 

An approximate calibration curve for the Victoreen 555 ion chamber 

(0.1 DAS probe) is shown which includes a l37Cs calibration point. This 

device is probably accurate to + 10% for photons of unknown energy from 

0.662 MeV down to a few keV. 

Ion chamber and NTA film data from approximately 50- to 700-mR were 

taken using the large beam projector source. Additional data were taken 

from 50- to 150- mR using one of the IMAC 137Cs sources. In both cases the 

ionization chamber results were within 3% of the calculated gamma source 

doses. However, the NTA film under responded by 8-10%. 

The data contained in this report can serve as basis for comparing 

future quality-assurance test data. 
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FIGURE 1 

Calibration curve for V555 Ion Chamber. Lnamoer. 
Circles are calibration points. Solid ulnx. Solid 
line is a "Typical" curve from Reference from Reference 
1. Dashed line is an adjusted average ~lr+n~ average 
calibration curve based on three calibration -0 -7libration 
points. 
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FIGURE 2 
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FIGURE 3 
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